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I. INTRODUCTIM

ti

All of us here-are concerned with neadifig, but there'S been-a division

orqabor. Our tasK Is tolecus on Whatpsychologists know about the recog-/
o

notion of words, and see what this suzeiests about the teaching of reading.

r

Right a'cay there are problems. -For on', constraints of time and space make

it impossible for us to provide an.extensive sUcoary of the experimental

and theoretical literature on word recognition. So we will be selective

ip dur review of this literature, co cintrating where possible on issues 4

'/that nay have sole relevance to inst ctional concerns.

liThis bring* us to our second' poblem. Since the research literature

on word recognition is mainly concerned With adult skilled readers, how can

we relate* these findings to beginni&ng readers? For example, suppose the

adult literature tells us that ski#ed readers Ao not need to convert

written words into speech in order to recognize them; does it follow that

Children should be discouraged fr using such conversions when learning is

read? Not necessarily. Perhaps onverting words to some sort of speech clde

is a necessatcfirst step in the evelopmentat path that culminates in fluent

reading without conversion td spe ch. The probleo, in a nutshell, is that -

while we say have some idea of vI4at skilled reading looks like, we haven't'

the foggiest notion of bow to ge there. Without this requisite developoen7

tal knowledge, it's Simply impos ible to draw strong implications about read-
.

ing initruetion from the researc on adtat word percepti'dn. The best we can do

'wader these circumstances -is 1 at the adult literatae for hints on what

167
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needs to be taught. After all, even though we
)

skilled reading, it's got_tobe a help td know

knoW hoi to get to

r
where we

,

re going. Some of

you may think this an awfully precarious strategy, but may we remind you of

Lyndon Johnson's finest line, "I'm the only President.you've'got." Let's

see then what we can do with what we've got.

/Z. AN INFORMATION PROCESSING APPROACH TO READING

d. )4etatheoretical Conziuera;ions

The research on adult word recognition is dominated by one approach,

called information processing.. The general idea is that'medial abilities,

like reading, can best be understood as anintegrated compositi of primitive

- mental operations. ThiS approach is sometimes contrasted with the view that

reading is a wholispe activity that cannot be divided into component

i41..-,processes. This business of parts vs. wholes comes up in read instrucsion

as well, and we are clearly on the side of the parts peoPie. That is, we

believe that training on individual component proces S of reading is feas-

Ole, and that atleast'some reading problems may due to problems in a

specific component process.
.

An information processing analysis en,6ilo more than dividing a mental

ability into component parts. This kin4'of an4lysis starts by likening

mental processing to a compuoitionat ystem, and then endealmrs to spell out

the exact sequenCe of comgntationa mechanisms involved in executing a com-

plex ability. Weeks not only t components are involkred, but also how they

-ex* 4equeuced and integrated as to prOduce.the output .(reading) we are

intaresad in: This approa therefore differs in a fundament& way.from

the use of factor analyt

processes. factor

V

technique& to divide a -mental ability into component

is teihniques do not tell us how the component parts

4 .
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c
;are sequenced and integrated information processing analyses attempt

1

to do so.

The tnformation'prccessin analogy with'cocputational devices imposei A ,

some constraints anwhax can ,unt as a component. The componepts that

Information processors are_ acernA dwith tend VO be these that have wide 4..%

-
s

* A "7

applicability in a multit e of skills, and that can be realized (at least

in principle) on real machines. .SoMe examples could be comparing' two chunks

of information to determine if they match, or replacing one kind of symbol

with another. Information processing models abound with such prinitive

components, and numerous experiments have attempted to study these cow.

ponebts in isolation.

The relevance of all this is that we think an information processing

analysis is the best one dround for conceptualizing reading. 'Our main reason

for thinking so stems from a contideration of causality. "Take an example

involving eye movements. Any analysis of reading into sObskills might hit

upon brief eye fixations as a componint of fluid readin#; this could lead

educators to4try to improve reading skills by traininustudents to have brief

eye fixations while reading. The folly of this stems-from the lack of concern

about the causal status of eye fixations in skilleCreading. The duration

of a fixation has long been known to be partly determined by how long it
\N,

takes the reader to extract and interpret the iikut information (e.g.,

Tinker, 195E). Cutting down the time allowed for these prOcesses is unlikely

to help anyone who is slow on these processes to begin with. This does not

.
mean that the studyNof eye movements per se is)useless for analyzing reading;'

rather, ete movements themselves must be studied within the context of an'

information processing analysis (see_Shebilsk4, 1975, for a nice example

ti
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of this). Our next step, 'then,as an. outline of an inftirmation processing

. A
r

model of reading% Models of ,ttlis type, wheivfully developed, should 'give

us' good ideas as to the tasks on which training will transfer to reading.
: .

.A. A Partial Model of Skilled Reading

There are nutl.lerout information processing models 9f, reading

around (ee, e.7, Maisaro, 1975)',--but none of these are perfectly suited

for ourpUrpotes. We need a rasher geheral' coder so we can,remain open

. on the critical substantive issues. Pigure 1 contains such a proposal.

'a

Insert Figure 1 .about here

1

Tbe,model, derived from Kleipan. (1975), is not intended as a complete

description of Teading.akather it consiits.of some of the comp;aent processes
I

that slOst be iaaluded in any informat,ion processing explanation of reading.

We sall mention some of the missing components as we go along. What the model is
supposedto do is: provide a means of organizing some of what we know

tbout'skilledyeading; 4b) ,give us a way of raising critical cpiesty.ons about.

reading and make it possible o draw some distinctions among possible answers. .

1
.

.

, ..

to these questions; 'aid (c) forie us to think about specific issues in word
1.

recogditiom in the context, of reading asa'whole. (It what follows, 'it is-

important Co note that this is a model o killed, i.e., college-level,
,

4

Ilreading. anal that moat of the empirical ?ork wewill discuss used College

students as subjects).

The input to the model is written text. We know that the eyes make con-

tact. with the text in successive fixations. However, to keep things -from

getting too:touplex, we wall ignore eye movements end fixation span. We

mill simply-4sigisse that:the-eyes are "always in position to erovide a visual



pattern which serves as the' input to-the first stage pur model.

171 .

The first process involves
cr. gettin7, a description of the input. In line

with almost all'receat work on this is-:ue, 4e acqume this de,criptlon is in

terms of distinctive features, though there =set? also be some mention of the

structural relations between features (see; e.g., Reed-, 1973). The exact

nature of the features involved remains an open question.. Clearly some

features Will distinguish' bctween,leeters', like, the horizontal line that

discriminates G from 4 other -features may pertain to letter groups or, spell-

1

ing patterns, like the inter-letter 'spacingthat diptin.,;uishes th from sh;

still other features emay be characteristic of whole words, like the length

of a word or the pattern of ascending and descending letterswithin it. While

this issue of. features is clearly of foundational importance to reading, we -'

hive little new to say about it, and we will notpursui it further.'

Next_therreader must interpret the featural information. .A featural

description can be said. to be interpreted when it has been matched Or assigned

to some stored category. That is, we think of the reader as walkingaround

with a set of pie-existent categories, corresponding to different letters,'

different spelling patterns,- differentsyllables,and diffgent words. Since

several levels of categorization are possible, a Crucial-question arises:

What is the usual lev9. of interpretation-for gilled readirs--indtvidual

letters, spelling patterns, syllables, or words? Or to use the terminology

of Saithatui Spoehr (1974), what is the functional unit of interpretation?'

-Th is question seems potentially relevant to reading Inst.ructipia, for problems

Is reading could be associated with inappropriate uniteof interpretation.

Later we shall treat this unit'question and related'isnues at length.

The next stage in our made' is Lexical Acce4s. 'The Iex,icon is like en

7
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The sounds of words, rather'than the orthography. This would require

a conversion to a speech codebefore lexical access could occur, and

therefore an additonal stage would be needed in our model. We will

return to the nature of lexical indices,in-a later section.

Returning to Figure 1, the reader is now up to the stage of Working

Memory. This includ4d all the processing mechanisms the reader needs .

to comprehend a sentence once'he has the requisite syritactic and semantic

information about individual words. But why do we call it Working Memory?

Because we-believe these comprehension proctdures are carried out in a limited-
.

capacity system that both performs computations and stores material on a

temporary basis (see Baddeley & Hitch, 1974). Clearly some sort of temporary

storage is required. For example, in comprehending a sentence like The boy

who has red hair and doesn't like school went fishing; the reader must store

the noun phrase the bay while processing the relative clause, and then hook

up the stored noun phrase with the action described in the verb phrase went '

fishing.

As for the processes involved in this stage, there must be at least

t1 .different types. FirsE4...we need syntactically-based parsing operations

that divide a sentence into its grammatical constituents. We have in mind

something like a standard phrase-structure analysis. These parsing opera-

Mons are also useful in determining the function of each constituent,

either a grammatical function like subject and object, or a, more semantically-
.

V based funetion like agent and recipient. It is these parsing operations that

gnaw tie reader to comprehend the difference between The dog bit the coin

and The man bit the dog, 'as well as the similarity between The dog bit the an

and The man was bitten by the'dog. Second, we need semantically-based pro-

cesses that allow,the reader to combine the neaningg of individual words

Into larger meaning units like'clauses and sentences. These combinatorial
.

8
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internal dictionary that stores'infdrmation about individual wordSiv Lexical

access is simply the retrieval from memory of this information. 4s shown

in Figure 1, we diviO each lexical entry into two.p.arts, the lexical index.

and the lexical informaticn. T::o.indcx no:;t he JOcnt.2d for .lexical access

to occur, and consequently these indices must be organized in some 'Way so

that the proper ohe can be located efficiently. (This is analogous to the

words. is a real e4-r4--nary being organized alphabetically.) The index leads

to the lexical information, which consists of both-syntactic and Semantic
--

information.

There are a couple of critical questions that arise in relatiOn'

to the Lexical Access stake. One is, '...1.1nt6s the nature of semantic

representations in the lexicon? This questipn is cle arly relevant to

listening as well as reading, and eonsenuently we will not dwell ca this

issue hers. (See Clark & Clark, in press, and Smith, 1976, for merit

review.of this issue.)

Anotherimportant question here is: What is the nature of lexical

indices and hew are they orggnized? As ouir model now stands, this is closely

*tied to the issue of the functional unit of Interpretation. .For example, if

the lexicon is organized by the individual letters of each word (like a real

dictionary) then individual letters must be the output of the Interpretation

stage. If-the lexicon is organized as a syllabary, then syllables must be

the output of Iriterpretation. However, we are open to thin possibility that

the output of the Interpretation stage doestnot directly provide the input
4

to.the Lexical Access stage, but.rather must undergo some transformation first.

For example, it's possible that lexical indices are specified in terms of
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procedures must be capable of seleCting,out par ticular meanings of words

in the context of other words, as when we interpret the container to be

something like a bottle in The container held the drink, butsamething like

a basket in The container held the apples (Anderson b Ortony, 1975). In

.any eve't, parsing and combinatorial processes toge ther yield a representa-'

4
Lion of a clause or sentence. This is the output of the Working Metory

stage.

The questions that arise about this stage form the core of most con-

temporary work in psycholinguistics. Thus psycholinguists are Concerned

with the nature of: (a) parsing devices (e.g., strategies as in Bever,

1970, or algorithms as in Kaplan, 1973); (b) semantic combinarion rules (e.g.,

Hatt & Fo4or,-1963); and (c) the final representation of a sentence (e.g.,

Anderson & Bower, 1973; Clark & Clark, in press; Norman & Rumelhart, 1975).

Obviously these questions are relevant to listening as well as reading,

and we again plead foi a.division of labor as we.are primarily interested

. in the initial stages of the reading model. There is, hftever, one ques-

tion about the yorking Memory stage that is relevant to the initial stages.

Can the result of this stage--a larger meaning Unit7-in some sense feed.

back to earlier stages of processing? That is, can the Interpretation or

Lexical Access of words be facilitated'by semantic context? This is one

Of the most fascinating issues'in current research, and we will later spend

oar t od it.

. Tbe,final.stage of the model integrates the semantic-representation of

^a clause or sentence wAthithe prevlous,context and with other knawlgdge stored

iw In 100g-term memory. This is presumably the goal of most .reading. Again

the Woe's involved Are basic to all paycholinsulstic skills (see, e.g.,

Sintsch 19764 Rum.elhar, 1975), and again we will ,not pursue

than In this paper. 1 0



C. Relevant Issues

In our discussion of the tic:iel., we hit upon three critical
.

tssdes. about word recognitionithat we intend to deal with at lenzth.

These include : (1) the units of interpretation, (2) the nature of
' t

lexicalindices, and (3) the possible influence of syntactic and

semantic context on word recognition.' The next three sections deal

. .

l75

with these issues in turn.

Before turning to.then, however, there is one more issue that must be
v i

confronted. Our_model characterizes reading as a sequential progression
.

through various stages of processing. The information starts as features,
,

is converted to interpreted visual patterns, then to lexical indices,

,next to syntactic and semantic representations of individual words, then

to an integrated semantiorepresentation, and finally becomes part of our

general stilted knowledge. Such sequential. processing is the way of most

reading models, in fact oftmost information processing models in general.

But there is an 'alternative to this. What we have 'called stages can be

.-------ighought of as various Sources of information about the input, and some of

thqse might operate simultaneously and interactively (as suggested by Norman

Bobrow, 1975). Consider an'example. Suppose the reader initially

extracts only a few features and forms a tentative'interpretation on this

basis. Then the reader, attempts,to access th e lexicon via this tentative

Interpretation and'simultaneously checks the input information' furthei for

features that would confirm his tentative interpretation. Now the stages
. .

of Featue Extraction, Interpretation, and Lextcal.Access ar e all going on

ti

Simultaneously; EUrthermore there is an isteractLon between the first two'

stages sinee\the tentative butcome of Interketatkion is directing ,the future
.
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copse of Featule Extraction.

also permitting Lexical Access

andleedbeck to earlier stages.

at a situation where all, stages

'

1,76 .'

441

We could complicate this still further by '

.

and semantic representations to be tentative

In this way, we would.evendually aridve

operate simUlataneousiy and interactively.

-

This example essentially modifies the model in Figure 1 by allowing

information to flow from higher-level

O parlance-of coz-tputtir icience, this

stages to lower-level ones.' In the

knovn'a:; top -down processing, while

informatiot flaw from lost- to higher levetsis-called bottom-up pOcessing.

Clang this termino1ogy, the issue we are concernediwith is whether reading

copsists entirely of bottom-up processes, or whether-top-down processes.

also play a role? 'This strikes us as.one of the most important questions

that one could raise about skilled reading (Don Norman has been raising it

(,
for yea rs), but we do not think it can be given a global yes or no answer..

"°'

Rather for each stage or source_of information, JOMR must ask whether spe-.

cific higher-level sources affect it. Only if the daswer is no in each case

(a most unlikely event), can the thodel in Figure 1 remain unchanged. This

tOp-down fssue Will be considered further in the following sections.

III. -UNITS OF INTERPRETATION AND RELATED ISSUES
. -

In the past decade,, there, has probably been more experimental research

on the-perception of Ieter strings than on any other topic that relates,

to reading. IA good 'deal of.this research ,has -dealt with the effects of

structural factors (Iike,ouhographic regularity and lexical status) oh

the perceptibility of letter strings. The major results that have emerged

base substantially altered the way psychologists think about the Interpte-
,

.

tation stage of reading. These results indlcate that certain structural

factors, once thought to influence reading only at later stages,Instead

12
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have thei;effect as 'earry'as'the Interpretation stage. In what follows

we will first present some of the findings of interest,, and then consider

. .

some theoretical explanations. of these results. "(The following literature

. . , . .

.

reviewis quite selective; for fuller'diseussions-see,she recent reviews

!'
.

by Baron, 1976; Henderson, 1976; and Kreiger ,,,

A. Critical Findings
.

-

1. Some background. The precursor ofthOrecent research on structural.

factors is Reicher's (1969) rediscovery that as adult reader loan perceive

a VOA more accurately than an unstructdtedletter string. We call it a

1.

rediscovery,because much the same thing had bees deMonstrated by Tattell (1886)

ma* than eighty years earlier; Cattai found that ilhen a letter sting was

ea .

,

_
,

.

. . .

presented tachistoscopfcallysubjects could accurately report mere of the .

mitring when .ft formed a 5:ord than when it consisted of unrelated letters.

Cereelylowever; always required his subjects to report the entire item,

slid this

IMMOla or

mad$Wit poAsible!that hii wo47superiority effect was really'due to

response factors. For example, wordi'and-unstructured letter .

strings may-have been equal in the4r perceptibility; but subjects may have

bad a bias to report words in those cases where thgy did not extract suffi-

ele14 information frqm the tayrr tstoscopic presentatidn. Terule out such

/,
pOssibilities;some methodological r.5*/Bements were needed. This is exactly

*bit the Reichir (1969)study supplied:'

In Reicher's paradigm, a tachistoscopic present 'Um of a letter 'String--

be if a word o a et of unrelated letters--was immed ely followed by a

too-alternat forced-choice test of one 4f the letter positions. An

"illustration should be helpful. On one trial a subjeex might be pre-

seated the void READ, followed by the' alternerives R and H atove grid below'

a

13o
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the position of the firSt letter.; the subject's task was to decide which of

the two alternatrvei had occurred in the string. Op another trial, a subject'

,

might be presented the unstructured string RDAE, again followed by the alter-
.

natives R and H above and below the position of the first letter;and amain

the subject.would have to decide which of,the two.alpernatives had been

presented, This paradigm, called probe recognition, effectively eliminates

. ,

_

.. any report bias favoxing'words,, since when-a word is presented both alterna-

tives fora wards, and when a nonword is presented both alternatives form

nonwords. With this more precise methodology,\Beicher was able to reproduce

Cattell's superiority of words.Th4 implied that words had an advantage

Over unstructured nonwords at a very early enge in reading. A host of

..subsequent stmdies,using comparable paradigm, hae documented this basic

effect. Reicher's study was thus important not only for the results it pro-

,
duced, but also for the methodology it introdUced. We shall not dwell on,

methodology in what follo4s, but rest assured that any finding we present

has been establidhed (at least once) in a pacellir as pure as Reicher's probe-

recognition task.

Finding,thadwords,are more perceptible than unstructured nonwords was

the1irst step. The next was to ask what mediated this effect. Was it that

words conform to English orthography while unstructured nonwords do not,

Or. that words per se have some priviledged status in the Interpretation stage?
1'

Boron and Thurston (1973) and Manelis (1974) were among the first to explicity ,

10-
valise these issues, and we now have some idea of the contributions of orthog-

saphy an4 ftwordnese in the perception of letter strings.

.2. Orthographic effects. Perhaps the best way to-demonstrate that

coeiormacy to orthographic rules facilitles perception is to vary the
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,

. .

orthographic regularity of nonwords and show that regular nonwords are

- . better perceived than irregular ones. In thisway we can study orthographic

effects in isolation. Foi example, BLOST lorms perfectly to orthographic
.

. .

rules, STOBL less so, and TSXBL not aE all. t orthographic regularity r

facilitates perception,' then aLosT should, be perceived the best of the three

and TSXBI. thewOrst.

numerous experiments have used this strategy, and they consistently
41

show that the perceptibility Of a letter. string increases with its ortho-

graphic regularity (e.g., Baron & Thurstone, 1973; Gibson, Pick, Osser, &

Bammond,'1964 Spoehr & Smith, 1975). Furthermore, at least some of these

studies have shown that the structure effect was got mediated by the simple

frequency with which letter groups appear (e.g., Spoehr & Smith, 1975)-
, _

this suggests the effect vas due to-the reader's knowledge of orthographic'

structure.

I. Vordness effect. We now want 14 consider if any of Reicher's word-
,

4
superiority effect was due to wordness per se. That is, are words more

perceptible than.nonwords that are equally structured, e.g., is BLAST

easier to perceive than BLOST? Several experiments has addressed this ques-tt., . .

tiou, and the most recentlbnes leave no doubt that words have a perceptlal

advantageover comparable-nonwords (Juola,. Leavitt, & Choe, 1975;Kroll,.

1974, MOnelis, 1974; McClelland, 1976. So wordness joins orthographic

regularity onmour list of factors that can facilitate the perception'of

letter strings._ That two distinct factors are involved has been shown by

Xto111(1974).' She demonstrated that some experimental variables (like

'whether a block of trials contained items of the same'structural type or

not) affeCted the masnitude of the orthographic effect but left the word-
.

. mess effect unchanged.
2

15
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4. The-xerd4atter effect. In addition to a difference between words
1

if 4 .

and noilwords, neither's (1969)'origina l report also !ontained another inter-

180..

eating result. Words we better perceiveethan individual letters. This

leffeilAs FI considera e importance to anyone interested in reading, for

it argues strongly a inst a letter-by-latter approach (as Brewer, 1972.

jointed out irk his critiaism of Gough's, 1972,. controversial letter-by-letter

widen. The wer d=letter effecelihp how been demonstrated in numerous sophis-

acatedpatarfigms (Estes, 1975; Johnson, 1975; Johnston b McClelland, 1973;

Wheeler, 1970);though -there-is

w"
ed to produce it (Johnston

sti/P some:- uncertainty about the conditions

i

& McClelland, 1973; Mezrich, 1973).

We have tlassifie4 the word-letter effect separately from the preceding,,

factors because of. ,our unsprtainty about what the, present effect is, due to.

It seems unlikely that the word-letter difference can bereduced to a word-
_

cress factor; A and I are words as well as letters, yet both can be better

perceived when embedded in a Word

It is possible that the effect is

this is difficuleto determine without a complete list of orthographic rules.

than %then presented alone (Wheeler, 19i0).

-.v.

somehow due to orthographic structure, but

5. Task actors. Thos far we have considered only structural or stimu-t

lag effectir. It turns Out, however, that all of these effects may depend ,

on the teader.trying to interpret letter strings at the level of letter

stoops and words. For when the readepis given i task that induces hii to

-0
imterpret,letter strings at the-level of features, all ofour structural

effects simply disappear (Estes, 1975).

Let vs illustraterthis interaetioa of task and structure. Thompson

and Massaro (1973) studied the word-letter effett in-a paradigm where the

'..

-
_ .7t

fans words APE, ARE. ApE,and ACE, and the four letters P, R. D, and C, were

V

.
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repeated hundreds of times. Thus the only thing that really varied was

Whether a P, D, P, or C occurred, alone or in a word, and subjects were

aware of this. .Undi/ thes circumstances, it 'seems likely that subjects'

restricted their interpretations to the feipres of the critical-lett,s,

and sure enough here was no longer any difference between the perceptibility

of words and letters.-

unstructured riontiords

Massaro, 1973).

In like' manner, the difference between word*, and

can also be eliminated (e.g., Ejori4 Estee, 1973;

We think this set of studies has something important to say about the

nature of skilled reading. The reach seems to have remarkable flexibility

even in some of the initial stages of the reading - process.:

the reader seems capable of- varying his .level of interpretation-so as to fit
e

task demands. We also know from otter sources that the later stages of
U.

reading are characterized by flextbility (e.g., Mistler-Lachman, 1972).
.

in fact, the Only siaget of the reading process
that does not seem to be very

amenable to change is the first one, Feature Extraction (see, e.g., Shiffrin

Geiiler, 1973). The general picture o. a skilled reader that emerges is

Zs* of one'who can readily alter most of his processing to fit the situation.

B. Theoretical Explanations

1. Overview. 1.1e WO, then, that orthographic regUlarity and wordness

can facilitate pgrCeption,that wOrds are even tore perceptible than their

constituent letters, and that:all three df these effects prise whenever the

reader is operating ai a level higher than that of letter apakysis. The
IA%

I ,
problem' is how to account for these effects in the context of the general

1

model we present-id artier.
4 .

f

There has heed nolshortage of explanations' to account for some of thd

17
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effects -described, but it is not out-intention to revir all proposed

explana ions. (For an attempt to do io, see Smieh\Ec Spoehr, 1974.) Rather;

..we vi focUs on one class of explanations that seeris to us to be quite

sing. The type we have in mind assume that the effectsofvinterese

all due to the, reader interpreting letter Strings in tents of multi-,

1 tter units. Thus, while any Ietter-gtrIng tan-- always be'inwpreted iii

erns of single letter snits,- structured nonwoida can also be'intdrpreted

in terms of letter-group units, while words can further beinteriAeted in

terms of word units. This idea derives from Frank Smith's (1971) conception

of reading. But we

done before some of

will have to go beyond Smith's theory, for )his work was
.

the findingsof interest had been dibcovered. 1 What we

will doPtherefore, is combine some of Smith's idea(vith recent notions of

laBerge and SaMUels (1974), Estes (1975), and Trayers (personal communica-

tion, 1974), and sketch a detailed accost of the Interpretation stage.

Our sketch should be treated as a kind of modal model for the class of cur-
- , ,

rent explanations thatemphasize mulciletter unites of interpretation.

2. Theliodal model. Figure,2 contains our account of the Interpretation

Insert Figure 2 about here

; stage. It is an attempt to till in Some of the'misding details in the Inter-

.

.._

pretation stage of the general, model we presented earlier. (To emphasize

6

. 1, this, the,Feature Extraction and Lexical Access stages are also indicated

--r:",

is dideLigure.)
6 .

The !Nodal model posits four 'distinct levels or units of interpretOlion ,

44
4
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features (symbolized as Fi), letters (Li), letter, groups fLCk), and words

Nil, Each unit has only one function: to detect the visual information

Oat. defines it. Let's.take some examples. A possible feature unit might -

be defined by an upright line% and it would be activated whenever such a

line was detected in the input. s A poisible letter unit could correspon'd to

and it would be activated whenever all of the features units that define

.t are activated. A letter - group' unit might be BL, and it would be triggered

by,either the feature units or the letter' units that define it. Finally, a

passible word unit could be BLAST, and iF "would be activated by its defir4dg

feature units, letter unitrs, or letter-group units.

"-* .
Note that in the abOve examples, information nay* flow in one of two

ways. First, information nay move sequentially throughthe hierarchy ói

units, with feature units activating letter units, which in turn trigger

letter-group units, which then activate word units. Thus the activation of

letter groups and words is mediated by the prior activation of letter units.

Such 'radiated activation is found in the recent models of Estes (1975),

Ia3erge and Samuels (1974),' and Hassaio (1975). Second, inferdhtion may

flow 41rectly between units that differ by more than one level. Thus fie-

tors units may directly activate letter-group or word units, and similarly

lotter units may directly trigger units corresponding to

lords. Were we have-cages oftwomediated activnion,'an idea rrOwed

from Smith (1971) that is also part of'the LaBerge and-Samuels (1974) model.

Both types of information flowlprsumably go on concurrently, and whenever

activation of,soue unit passes a critical level, that unit becomes a pos-

.

gable interpretation of the input or of Art or the input.

Mere is one moiritical assumption. Following Estes (1975), we

19
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.

assume the'actual t.illt subject is asked to perform (including the instruc-

tions) 'presets certain levels of units, and thlt acttvatioa at these levels. , III

will ultimately determine the subject's responses in the: task. A task in
4

__

'which the subject need b y discrimlhate apply, a few alternative letters Would

presumably lead to plresetting of the feature or letter level4lihae one that

requires-the subject torperceive mac different structured patterns would

-Supposedly lead to presetting the letter-group or word level.
.

This model appears to be consistent with all the -findings we mentioned

earlier. Let's start with the orthography effect. To keep things simple, just
4

-
consider-why a regular conscnant cluster, like initial TH, is more perceptitie

than an irregular one, initial HT, wren the'subject is preset to interpret

letter strings at one of the -higher levels. Our model offer$ two reasons for

this difference, and both follow from the notion'that TH is probably one of

1

the readeris letter-group units. First, when the information flow is sequeati.at

or'mediated, the activation will terminate at the TH unit for the regular con-_
eoment cluster, but at ae H and T units for the irregular clusters; thus

information about the order of the two letters will be available for the regular

cluster but not for the irregular one (Estes,,1975). Second, when informs-.

Limo flows directly,from features to letter groups, both features and letter

/le

traits may activate TH while only featUres can activate the H and :7 units that

define HT. Thus TH will be more perceptible than HT because the former has more

sources of activation.. (It ahoUld also be noted that the features that define

letter-group s like TH-may be redundant, and consequently fewer features may be

seeded to activate the TH unit than'to trigger either the T Or if unit.)

I

20.



These same two reasons will also account for more complex cases of the

orthographic effect; all that musribe assumed is that orthographically

regular strings are more likely to contain letter groups that correspond_

to existent units than do irregulars strings,

The wordness effect is explained in similar fashion. This effect

185

4

would be due to the role of word units in the Interpretation stage. The

.exIstenca of such units means that any string thnc_forms a word will have

access to an additional. Interpretation unit than a comparable nonword. -Renee

the two'reasons we just discussed can be invoked again, this time to expiaiii

the perceptual superiority of words over comparably structured nonwords. The

same type of &planation alsoiholds fot_the word-letter effect. _Here word

stimuli have accesf to letter group and word units as well as letter units,

while individual letter stimuli must-suffice with just letter units.

finally, since all of Our explanations depend on the activation of lettir--

group and wdkd units, it follows that the effects in question should dis-

appear Whlt the subject is preset to respond, at, the feature level.

4 3. "Laves. Urformulating,the above model we have. been forced to take

a stance on three major issues. Let us spell them out so one can get an idea'

of what some alternative formulations might look like.

The first issue concerns the.distinction between mediated and nonmed-.

Lazed processes in the interpretation, of letter strings. In the Modal model

me allowed both types of processes, as the reader could either go through

letters onhis way to words or move directly from features to words. -In

marking this assumption, we line up with LaBerge and Samuels (1974) and Smith

IF
(1971), who also permit nonmediated prooensing. But ot%cr formulations are

possible, as both Estes (1975) and Massaro (1975) have prOposedlViable models
4
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that permit only mediated processing. Consider in particular the Estes

formulation. It looks very much like the one in Figure 2, except that in-

formation can only flow'sequentially. Thorthtraphic and word-letter

effects arise because. structured nonwords and words eventually gain access

to multi-letter_uaits that_supply position4 information,Thus this 1244e1

bolds that all the beneficial effects of structure-on letter-string percep-

tionare due to the. reader's gain in- information about the order of letters,

and'not to any gain in information about the identity of letters.

A second issue is one we mentioned earlier: top -down vp. bottom-up

processing. The Modal model invokes only bottom-up processes, and this is

true of most current models of word perception. However, it may well be

possIlle to constructiaimOdel that uses top-down processes to account for the

.structural effects we are,concerned with. 'While no detailed account of such

. .

a model has been published as far as we know, there ari some leads in the

;literature. Thus one of.- Wheeler's- (19/0) explanations of the word-letter
.

effect involved a top-down process. When a uurd'is presented, some of the -.

i

/
features extracted may lead to a few tentative interpretations of the input.

Mee can then be used access the lexicon and :arriileat a set of lexical

candidates; these in turn will direct subsequent 'feature extraction so as

to maximize_cliscriiinatiOn among the lexical candidates. When a single

letter is presented, no mue top-downprocess can be used. Hencelsingle-

bitters will-not be perceived as well as words. A similar explanation could

be devised for the wordngss effect.

';
22 .
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What,is the likelihood that theorists will be. able to model the Interp-

retation stage without recourse to top-down processes? Very low, we think.

For thaPgh we were able to Set by without such processes in the Modal model,
.

we were concerned only tith structural effects. 'Own we turn to the effects

7 ---of-syntactic-and semantic context later section of this paper, ye

will be forced to consider some top-down prdtesses.

The last issue of interest is one weve nit mentioned fie. Ihnr,

Modal model, as well as many others,,assumes the reader's orthographic kpowl-

edge is built into his units of interpretation, rather than in his actual

use oUtules. Bit thihgs could be otherwise. For example, in Massaa's

(1975) model, the reader presumably makes dynamic use of a se of orthographic

rules to aid his interpretations. This issue of fixed units. -lis. dynamic

rules has been raised by Baron (1976) and Massaro (1975), and we think it

au important one for theoretical and instructional approaches to reading.

/'
One way to get some insights into this issue is to consider some related

,._____NLJ

work, While we are,concerned with how'skilled readers perceive familiar

inputs' Ch6se and Simon {1974) have tackled an equivalent probliM is chess.

They asked, what is it a chess master knows that allows-him to.perceivt

regular chess pattern better than an irregular one? Their research sug-

\J
gest* that.this ability is mediated by units corresponding to regular chess

C patterns, 'rather than to the dynamic application of 'rules that generate Per-
t

miissable.patterns. This raises the credibility of the unit approach to

word +exception. We get a different message, however, if we'look at the.

/'

research on speech perception. Cons*der the finding that adult speakers

4 can perceive a string ofworda better if it follows the syntactic structure

of English (e.g., Miller & Isard, 1963). No one lass ever seriously:suggested

that mastery here depends on fixed ;snits, since there are just too.many
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units involved. Rather,.mastery i n'this case presumably depends on the

dynamic, application of rules. What kinds-of rules, though, is another

matter. Many researchers now believe that the rule$Ohre really heuristic

strategies and not algorithms (e.g.,,Bever, 1970; Clark 5 Clark, in press,

Chapter 5). . It thus seems thathere are successful precedents for taking

either a unit or a rule approach'to the use of orthographic structure in .

reading, though if one fairs the latte It might prove profitable'to look

at heuristic strategies.

One final poinE-aboUt rh business of units vs. rules. ,It may be

that people use both units a d rules though some rely/more on units while

others depend more on rules. Baron and Strawson (1976) have proposed

such an.individual difference,in reading strategyv-and have offered some

nice experimental support Tor it. This kind of individual difference should

be of interest to reading researchers, since it carries with it the sugges-

tit= that there's more than one way to internalize the orthography.

1

A. Overview

4 III. ,LE;CICAL INDICES

In Our model, the Interpretation and Lexical 4cess stages are closely

interrelated with the output from the former serving as the input to the

latter. However, as mentioned earlier, it maY be the case that the output of

Interpretation is not in the proper format to be used as an input to the

/

lexicon--some sort.of transformation may first be necessary. 'In order to

determine whether such a transformation-ii necessary, we will conilder what

Is known about the nature of lexical indices. Two possibilities will be con--

sidered. One is that lexical indices are represented in some sort of speech

code. This would require the addition of a speech recoding stage between

laterpretatios and 3.siical Access. The second

24
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possibility is that
,

calrices are represented in an othrographie

'code. If this is the case, the output of. Intexpretation can directly

provide the input to Lexical Access.

.

Before looking at the experimental evidence,se would like to be cer-

4=

fain that there is no confusion onone important point. iheyiew that speech'

recoding,,is unnecessary for Lexical Access does not Imply it is also unne6-

easary for later stages in the reading process. For example, it may be

' - 0

essential to recode words to speech 'prior to the Working-Memory stage,

because the temporary store needed daring this stage night hold More speech

symbols. than` Orthographic ones (Kleiman, 1975) . Since we are focusing on 0.

P,
.

. .

the early stages of the reading process, we will'notconsider the evidence

. . .

In regard tothis possibility. 'Rather, we will.only consider evidence from '

. _ .

.

experimental tasks we believe tap the Lexical Access stage; i.e., -those

studies that reituire subjects to retrieve information about individual words.

B. Critical Findings. As always, there is more relevant literature than

can be reviewed-here, so we will be selective (for a more-detailed review,

MIS Kleiman, 1975), There is a set of"SiuJies that have been interpreted

as showing that speech recoding occurscbefOie lexical access in skilled":'

,'"

-.reading. In one such study, Rubenstein, Lewis and Rubenstein (1971)

found, that wben,aublects are asked to decide if a visually presented string of
. ,

letters forms a word (a lexical decision task)reaction tithe is affeCted by
, .

,

. ,.
the phonemic properties. of the letter string:I-For instance, nonwords that

old be pronounced like English words (al, brume) take longer to reject

than other pronounceable nonwordS. Rubenstein et at., interpret this finding

' as showing Out speech-reco ding occuri-before lexical access. Meyer,

Schvaniveldt and Ruddy (1974a) came

25



to the same conclusion on the basis of,experiments.showing that reaction

I

time to decide that two strings of visually presented letters both form

190

words is affected by the phonemic simil)rity of the words even when ortho-
,

graphic similarity is controlled. For example, subjects could decide about

two phonemically similar words (e.g., bribe-tribe) fasterithan two.phonemic-
..

ally dissimilar words (e.g., couch-touch).
.

We do not find these e%Ferimer.tis convincing.
Oftenthere is a crucial

prOblem in that the manipulated phonemic variables may be confounded

orthographic variables (Gibson, Shuncliff, & Yonas, 1970; Meyer.E, Ruddy, 1973).

Also, some of -these studies nay have biased .subjects. towards using a re-

coding strategy (see Kleiman, 1975, fOr further discussion of why these ex-
.

periments are not convincin0. We db not doubt that skilled readers can
0

recode written words ;o their spoken equivalents and will do So under certain
,

circumstances. The more interesting question is whether they are capable of

411-

lexical access without recodini. e will describe several studies that con-

lance ua that lexical access witho t recoding is feasible. It is interesting

vw ,

tomote that -the stuckes supporting recoding generally use tasks that sulAects

can do withotit-retrievnig the deanidgs of the wds, while those that show,

recoding is nor necessary use tasks requiring the use of word mEanings.

Baron (1973) reports two experimentd of interest. In one, he timed

subjects while they derided whether or not short written phrases' ate sense.
;0

The crucial cocipafison was between two types of phrases that did not make

. sense when read: those that would,have made sense if pronounced (e.g.,

peace of pie, my knew car), and those that would; not' (e.g., pie pod,,pur no

). if subjects recodo to, speech before deciding whether,the phrase makes
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sense, they should have taken longer on. the pease of pie phrases because
A

they would have to checks the spelling in addition So the sound. the results

shoved, however, there was no difference in the tiMe needed to decide about

the two types of phrases, although there, was a significant difference is

error Fetes. In his second experiment, Bironasked subjects to decide if the

'written phrases would sound sensible if pronounced. Here the crucial com

.

parison as between two types of phrases that sound sensible; those that
c.

are also sensible when read (e.g., peace treaty) and those that are,not (e.g.,.

peace of pie). If recoding to speech'always occurs before the decision, the

time to decide about these two types of phrases should be equal. In fact,

phrases like peace of pie took long rto ddtiaq on. _Therefore it seems that

recoding to speech is not necessasy. J

Neiman- (1975) has also.shown that co13407readers can retrieve informs-
.

tion about individual words without speech recoding. Subjects were timed

while they made three different,decisions about pairs of visually presented

mords. For some pairs, subjects decided whether the two words were spelled

0
alikesafter the first_ letter. The words never sounded alike (e.g.,,lemon

and- demon are spelled` alike), so that subjecti had to make this decision on

the basis_of visual informatiou. For other pairs, subjects decided whether
, .

the two words rhymed. Here, in both the rhyming and notirhyming pairs, the

molds were spelled alike (e.g., blame-flame vs. lemon- demon), thereby fort -

lag subjects to recode to speech before making theit decisions. For the

'remaining pairs, subjects Aeci40 whether t1potds were synonyms. Since

this task requires informaties about the meanings of'individual words, it

mos assumed to tap the processes of lexical access. Each subject performed

27
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the spelling, rhyming and synonymy decisious both with and'without a concur-

rent interference task. This task consisted of repeating digits that were
4

presented rapidly and was designed to disrupt recoding to speed h. The

pleasure of interest was the effect of this interference tasicon the lee

decisions. Since the'spelling decision doesn't require recoding, it should

not show a large interference effect. Sinde the rhyming decision requires

recoding, it should show a large interference effect. What_about the synonymy

decision? If recoding is required, this decision should show a large inter-

ference effect, Comparable to that on the rhyming, decision. If the'synonymy

decision dnps not require recoding, it should show a small interference

effect, comparable tothat on the spelling decision. The results clearly

support this second prediction --both %e spelling and synonymy decisions

show a small interference effedt, while the rhyming decision shows a much

larger-one.

issue we have been discussing bears some relationship to the classic

ti

phonics 'method vs. sight method debate in teaching reading. However, we

do not think that any implications for teaching can be drawn directly fram,-

our conclusion that speech recoding is rujecessary.before lexical access of

,

in skilled reading. It seems quite possible that although skilled readers

may no; use reeodinglteaching a recoding strategy could' be a good beginning.

One reason why implications-cannot be.drawn.directry from studies of skilled

reading to methods of teaching reading is thatthe child'sliexicon might be

organized differently than'the Chomsky (1970) suggests that the

child's lexicon is organised phonetically, and that with development it is

reorganized to 'codeee'similaritiew in meanings of related words. For

example, courage and courageous may be totally separate lexical entries for

28
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the child, but both may be derived from a 'single leiical entry for the adult.

Chomsky's proposal is very speculative at this point, so we don't wish to

pushikt too far. However, the possibilityof fundamental differences.betweea

children's and adult's 4inguistic knowledge must be considered before draw,-

lag implications for instructional proceduret from studies of:skilled

readers.

IV. CONTEXT EFFECTS IN THE INITIAL FRAU:59LS OF READING

So far our disculmion,Of the processes involved in reading has been

&boost entirely bottom-up. In this section ve will look afire closely at

the need to include top -down processing in our model of reading. More

specifically, we will consider the effects of preceding syntactic and sean-

tic context on word perception, where thete effects seek to arise because

of a to process. psychological literature contains quite a few

lb

demonstrations of such ntext effects. Some of these (e.g., rolers, 1970;

Goodman, 1969) show that certain types of errors that are common in oral

reading can be accounte or only if previous context is considered. This

Is true even with oral ading in the first grade (Weber, 1970). Other.44

.
studies have demonstrated that the size of the perceptual span or effective

visual field depends1partly upon characteristics of the preceding context

(Marcel, 1974). However, our model of reading does not ajdress either oral

reading or the perceptual span. We once again plead a division of labor and

1i -it our discussion to the effects of canter on the Extraction, Interpre-
.

tetion and Lexical Access stages.

s.

Let us first look at two representative experiments that demonstrate

a facilitating effect of eontext'on processing individual words. One of

these is by Horton (1964). Be measured the-threshold to recognize a word

29
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presentee alone and compared it to the threshold for the same word presented

after accintext. His results showed that context reduces recognition thresh-

old, and the amount threshold is reduced depends on how highly expected
ft

thd wotd is when Wu context is given. For,example, the context The cup

was placed on the reduces the threshold for table a great deal, since

table is highly expected'. The Game- context also reduces the threshold for

saucer, but not as much, since sauoer is not as highly'expected. Note that

this reduction-is of the mean threshold fdr sets of subjects, so that it is

possible that the effect is specific to the one most expected word, but that

this word differs for differetpubjects.

'
The second experiment is by Meyer, Schaneveldt 6 Ruddy (1974b). They

'measured reaVon time While subjects determined whether or not strings of

letters amed words. -EaCh trial consisted of two successive decisions,

with the second letter string presented immediately after the first decision.

%kneed only consider the cases where both strings of letters formed words.

Meyer et al., varied the semantic relationship between the two words,. so

that for'some trials they were highly related (e.g., bread-butter, doctor-
.

mmtee)'while for others:they were unrelated (bread-rurse, doctor-butter).

Ms-finding of interest4is that reaction time for the second worcVis less

IAMMfit is semantically related to the fits f than When it is not. --That is,

ft

conte4t,of s semantically related Wioid facilitated the decision.

loth of these studies show a contest effect on the early stages of the

.gmadImg process, 4nd.othcr studies document the consistency of this effect

'laving 6 Gold, 1963; Tulving, Handler, & Baumel, 1964; Meyer &

Akinsmamildt, 1971). Ti?elasce is how to account for these results. There

is MOM agreement on the broad outlines of an tfon. A preceding



195

contexts like The cup was-placed on the , somehow activates the meaning(6)

\

of the possible next word, and-this activatedmeaning then provides another

'source-or information to be used during the recognition Of the next word.

A glance at Figure.1 will show that we are now talking about information

fres the hieer stages combining with information from the lower stages.

MIS is top-dawn processing pear excellence, audit seems to be a useful

starting point for thinking about the context effect.

'Beyond this outline, there is little agreement on how context workt:7

Boughly, there are two types of theories of the context effect, correspond-'

img to what researchers have called passive and active models. The passive

modelk are probably the better iievelopid, and these include the theories

of Collins andloftus (1975), Morton (1969), and Schvaneveldt and Meyer (1973).

Lees take the Schvaneyeldt ands Meyer formulation as an example of this

class, Consider-first the case where only two words are involved, with one

being the context word and the other the test word. When the context word

Is recognized, its lexical representation will be activated, and this active-
%

tion then spreads- to the lexical.representationsof related words. If the

test word is one of these, it will be partially activated, and so require less

processing at the lower levels. Hence-the beneficial effect of context on

early processing. In the more interesting case where the context involves

as entife phrase, the phrase would now become the'source of activation, and

this activation would presumably'spread Co all words semantically reated

to the phrase as a whole. k

Im contrast, active models (e.g., Norman b Bobrow, 19753 assume that'

CORtext plays a more selective role. Here, context`supposedly sets up some

specific, lexical or semsfiltic expectancies, Whictthen selectively guide

31
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,

processing at the lower bevels. For example, the expectancy of a particu-

lar lexical item might lead to a selective examination of features that would

tend to coafirn it. This is quite similar to the top-don interpretations

we have mentioned earlier.

Ose essential difference between passive and active models thus concerns

the range of Words whOse perception can be facilitated by a particUlar con-

.

text; for passive models this range includes all words semantically related

to"the context, Vile for active models this range is restricted to a few,

specific expectancies. Another difference between the two types of models '

concerns the interaction between contextual and perceptual information. In

a passive.00del,both sources of information simply feed into a common point

(say the lexical representation of a word), and in no way does the contextual

Information directly affect the quality

That's why, they call it passive.
,s

roan n

or quantity of perceptual information.

active model, the context canittually
I

determine what Perceprual-in4drmatidn the reader should look for.

So what does all this have to do with reading instruction? Unfortunately,'

at the press time, very little." We don't seeeany Possibility of instructional

hints being derived from the work that is currently available, chiefly

because so little exPerimmital work has been done. We have included this

section ,becouse we expect a great deal of attention to be directed to the

gym,
effects of context in the next few years. More detailed information on how

Is

skilled readers use context should shed provide hints as to what we should

try to teach children abOut the use of context in reading words.

V. NW=

We'begn by arguing for sn information-processing approach to reading.

Ws then proposed a general information-processing model for adult, skilled

J. 32
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reading that included that stages of Feature Extraction, Interpretation,

\

lexicallacess,yorking Memcg and Integration. Of these stages, we focused

on Interpretation andLexical Access, and discussed some of the issues that
po

have arisen.in thestUdy of these stages, namely units of Interpretationr.

a.

4, speech recoiling and lexical indices, and context effects. In the course of

our discussion, welihre'able.to fill in spore a the details about the oech -

anis= underlying these stages, but of course such remains to be done.

33
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Figure Captions

Figure 1. An In ornatiaTrtocessing Model of Skilled Reading

t

'Figure 2. LA ?Lilt -Unit Model of the Interpretation Stage.
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-Ube fact that woraness ficilitates perception suggests a further

Possibility. Perhaps the accessibility or frequency of a word alsb has.

-
an effect, such that more frequent words arermore perceptible than less

frequent ones. Recent studie ever,-have yielded little. support for

this suggestion (see in particulAr Ilan/F.11s, 1974; see also Theios, 1975).
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A

OPEN DISCUSSION OF E. SMITH PRESENTATION

(11-ASER Ed, you seem to treat the distinction between the fixed and dynamic use

f rules as a dichotomy. It seems to se almost a developmental feature of

something that happens in instruction. 'Consider a-chess master, for example. I

suppose that be operates on the basis of simple rules, but eventually be also

develops the capability to see whole patterns; be develops, a bigger and more

complex vocabulary. Is that fixed application of rules or dynamic application of

rules, or is it just ability to-apply simple rules in bigger rule systems?

E. SMITH: I guess if you look at it at some level, it may disappear as a

dichotomy, but there may be some reasons to maintain a dichotomy. Take the chess
7

work, for example. As I understand it, the notion Chase and Simon have come out

with is that one reason a chess master is superior to a novice is that he has

perceptual or memory ynits that correspond to .large patterns. It is the same

point that I an trying to make: As a result of your familiarity with the

language, you build up these urge visual Units. A1s9, if you . get down to a

- ,

detailed enough level -- suppose you are trying to trite a computer program to

mimic some aspect of reading --the two ideas are going to look terribly different.

In the case of this unit idei, you are going to stick in the possibilities of

wits, large units, like a whole word, that can be matched to'incoaing features.

If you believe in the dynamic application of rules, you are going to have to do

it very differently. You are going to have -to take in the features, and

sosewheri. you /have td set up all of th\rules you are going to use. You are

going to have to see what features you have and apply a certain rule to see if

that will help you. Isis saying that if you get molecular enough, the processes

eertaiply do differ.

209
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The second source ot evidence for this is a paper by John Barron, who has

got some nice evidence for two kinds of adult readers. One group is extremely

-influenced by the regularity of words, when they have to pronounce them. These

people really seem to be responding to details .of the orthography. People in-the

other group don't show that kind of difference; ,they seem to be reading in terms

of large units. The'first group is like the Phoenicians and the second like the

Chinese. You cannot prove this on the basis of only a couple of experiments, but

Barron has got convergent evidence that there are really these two types of

readers.' I think if we can show this at the' level of individual differences

among skilled readers, then it might become important for the kinds of things

people at'these conferences are concerned with.

PERFETTI: I wonder if the conclusion about phonetic decoding would be modified,

if you ...ran a visual task that was analogous to the spelling task; i.e., some

Usk that doesn't involve graphemes. If you found essentially zero interference,
11*

instead of 100, would you then want to conclude that there is even some graphemic

decoding in the spelling and the reading tasks?

B. _SMITH: Can:you come up.with some kind of task?

j

P12,1771: Lines and angles; something that is geometric.

.

art\SL4IA1W. There is some independent evidence that. you not using some sort of

phOmisisr- decoding in tn. spelling task.

S. SKrTM: .In the spelling task, it

Jagodisign or 'Qualm.

14-

4'

doesn't matter whether you present

111
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there is a sound change, but both of them lake the same-amoua of time in the

spelling task. If people were really using any kind oi.speech toIdo the spelling

task, you would expect them to be faster with words that sod alike, but they

are not. 5o Oldnn is right; -there is very little speech going on in the

spelling test. But you are right,.too. If you cancome up with a task that

shows zero, it would be'a better plan.

LIBERMAN: Do you 'know the Erickson, Mattingly,;lurvey study?

E. SMITH: Not off hand.

LIBERMAN: It's a study of errors of readers of Japanese-kanji. The ttern of

errors led to the conclusion that the subjects tended to recode phonetically even

though the kanji characters represent meanings directly, not thq phonology-of the

language.

B. SMITH: What was the task involved 1n that?

LIBMAN I can't remember the exact procedure.

R. *ITU: That's kind .of critical to theftrgusent I as making.

aBEHMAII: Theubjects tended not to confuse words that had optically aimilat

kamil, or thOse with similar meanings, but rather, the errors tended to resemble

the target words pbOnetically, as, for eiample, to be rhymes with the semantic

representations of the target"words.
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E. SNITS: I can't say more, unless I know what the task is. If it's a memory
.

task, I am not surprised. 4-

.w . ,--.

I think this issue, conceptually, is really quite subtle. For apple, it
t

may well be that a skilled reader can gain visual access to the lexicon; "that
. ,

go from a visual pattern to the lexicon. Suppose once he gets to the
/

lexicon, in addition to getting to the meaning, he gets the pronunciation. That

would still show that you can get visual access to the lexicon. You can say,

Arealt we quibbling here? Is this distinction between visual and acoustic

important in any way? thick it is, because under this scheme, where. you get

.visual access to the lexicon and get the soma, you can store the sound in the

lexicon. You don't have to go through spilling-sound rules. And I think that

maybe the critical issue here is: Do you have to go through spelling-to-sound

correspondence rules to get to the lexicon?

Under those kinds of circumstances, a: lot of studies simply become

irrelevant to the point, and yoa can see it becomes extremely difficult to do a

critical efperiment.

RESNICK: 'Bow relevant is the' heoretical point being debated bere to the nature

of early instruction that would be proposed?
4

It we assume that even a skilled reader goes through a pbonbsic encoding, it

seems almost self-evident that you have to put a lot of 'cress on the teaching of

that phonemic enooding processglomewhere early in the reading process. Suppose:,

however,. that skilled readers do not go through it. Suppose they.move more

diieetly free the orthbgraphio information to meaning.

. 3NITB: The first' adswer to:your'question is: ,How relevant Is all of this to
JI
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bow you teach early reading?

213

)
RESNICK: You raised'it' at the beginnitg.' It is not a challenge to you

sOecifically; it is. really a question to the group.

E. SMITH; If it's a challenge, I give up immediately. Uncle. I don't think

I
it's relevant. I think that in beginning reading, there are a number of reasons

why you want to use some kind.of speech coding. Theobvious one is that you have

the whole lexicon, whatever ybu have of:it, coded in speech, and you haven't yet

learned how to read. There is some work by Carol Chomsky that suggests that the

lexicon is organized diffedkntly for children than for adults. For. children it

(_

may be organized phonetically; so that they have to separate the representations

for courage and courageous, for example, because they sound different.

I think that first you have to try to find out if the lexicon is organized

differently tor. children and adults. If- it is--if it is really Organiied

phonetically for children, for reasons other than they can't read- -there is no
>

question that you. have to let them go through speech coding. There may be a

point in the edueatignal process at which you want to introduce training_ that

will favor .direct access or visual access of the lexicon, but I doubt that you

min do it in beginning reading.

TEIHMEX: Ed, Awe do the letter groups come from in your. model? Are they

things that people have seen very frequently; they tledto position?

Si .

I. SMITH: They would have to be tied to position, or it won't work. Things are

only regular or irregular depending on their position. It would be what. you haie

-001111 t.0 apiet frail your, experience with the orthcgraphy. I don't knagw7 really,

49
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where litt cosi; fi.om. The only issue I was raising is: Given that you extract

something from yogr expulence in the orthography, do you represent what you have

extracted as units or as dynamic rules?

)

VENUE!: Does that rule out the possibility of forming letter groups for things

you have never sees before, things that, by some more abstract set of rules,

could very easily occur?

-E. SMITH: I don't think it does% le we have noticed these kinds of units, we

might be able to sake inferences from what we notice about other kinds of =its,

-TERM: *So it's not really a simple mapping from letters into letter groups?

E. SHIM: Yes, right.

IMMO: Sceething a little more complex?

E. 21112: Perhaps, it really is true that all that is in .there are units we

haw, seen. It Jay be that if you give people situations in which they have to

Amide if something is orthographically regular, they maks their deciiion, not on,

the basis Of these -units,: but on the basis of soseth3pg else, some kind of

inference apart from these units.

JEIKZU: Don't-you think it is possible to separate out those two hypotheses,

though, by looking at, say, bigran Counts or trigran counts versus other

approsobes to segularlity?

50
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E. SMITM: I thought I could separate things by looking at t scou". But

(/when

those 'counts start Lo get sophisticated, so they are counting hot/ often a

, particular bigram occurs at the third or fourth position of a two syllable word

where the syllable bhundari splits between four and five, I am not sure you can

separate it out any more.

JUST: You indicated that the nature of the reading process is' very much

task-conditioned. How would you find out what the process is when you are

reading the evening paper? At what level are we processing? I expect there is

currently no answer to the latter question.

E. SMITH: It seems unlikely that you would, be just reading the paper and

4.*

looking for particular features. I suspect that the task that you 'set for

yourself has to eventuate in deriving meaning.. You are not going to try to

interpret _things at a low level. I guess you could give people words in context

and ask them to read as if they were reading an evening paper. You could see if

you pick up tie same kinds of effects that you piek up in the experiments that I

talked about. I think the interesting part of your example has to do, not with

the level at 4hiclb we interpret visuy4 units, but with bhe level at which the

semantic, syntactic, and pragmatic interpretation is going on; I think there

1

would be more flexibility there.

MAO: I think you gave up too easily on the issue of skilled .performance and -

the way we design instruction. I think that the more of those kinds of examples

you can give, the better off we are with respect to not making simple-iinded task

analyses of expert perfordance. As Laurin has found in her analysis of the

-mathematical instruction, it is possible to demonstrate that skilled later
.
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performance is patently unteachable to novices. However, if we analyze entry

level performance rather than adult performance we may be able to instruct.

There is a lot of task analysis that aim; at too skilled a level of performance.
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